
 

 

 

 

https://doi.org/10.70454/JRICST.2025.20405              Vol. 02, No. 04, (2025)                            Page | 52  

 

Received: 2025-08-11 

Accepted: 2025-09-21 

Published Online: 2025-10-05 

DOI: 10.70454/JRICST.2025.20405 
 

Journal of Recent Innovations in  

Computer Science and Technology 
E-ISSN: 3050-7030, P-ISSN: 3050-7022 

AI-Driven Online Exam Proctoring: An Enhanced 

Machine Learning Approach 

Hemendra Shanker Sharma*1 , Vinay Kumar Pant2  

 

1Assistant Professor, College of Smart Computing, COER University, Roorkee. 
2Assistant Professor, Department of Computer Science and Engineering, Haridwar University, Roorkee 

.  

* Corresponding Author: hss.agra@gmail.com 
 

 This is an open-access article distributed under the terms of the Creative Commons Attribution 4.0 

International License, which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. 

 

 

1. Introduction 

One of the most prominent changes that the education progress has witnessed over the last one decade has 

been the shift towards online education. Virtual learning environments have also provided a lot of access to 

education geographically and socially, at the same time creating issues with the integrity of assessment. Its 

lack of controlled, physical examination surroundings implies that it is possible that the students will take 

advantage of the remote setting to cheat. The use of mobile phones to find answers, hiding some notes, and 

cooperating with other professionals will destroy the authority of online examinations [1]. 
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There are available solutions that have tried to overcome this. It is standard practice to employ manual online 

invigilation in which human proctors observe candidates through webcam, but this is impractical at scale. 

Autonomous lockdown browsers have been found to block access to unauthorized applications, but not 

cheating behaviors that would occur in the real world (like reading from books or talking to one another). 

This weakness in the detections introduces the need to build smart, automated, and scalable algorithms that 

could specifically detect cases of cheating, with little human intervention [2]. 

The system examined in the foundational study used multi-sensor data-video camera on the user, and 

wearable camera, and microphone-and integrated the information using a six-module detection system. 

These were user verification estimation, gaze estimation, text detection, speech analysis, active window 

tracking, and phone detection where final decisions were made using an SVM-based classification. Although 

this system was a large improvement, it was still limited in its performance as it depended on handcrafted 

features and linearonChangeusterlines classifier [6]. Figure-ground detection, for example, was not able to 

precisely detect text based cheating (only 85.8% of TDR at FAR 2 percent), and speech detection had too 

many false alarms due to environmental noises. 

This paper proposes to advance the benchmark study by incorporating more powerful machine learning 

techniques that would be able to absorb non-linear patterns in multimodal data [7][8]. Random Forests are 

viewed as scalable to feature sets with high amounts of noise, CNNs are viewed as having the capacity to 

learn visual features, and LSTMs are viewed as having the capacity to model temporal dependencies in 

sound and gaze sequences [11] [12]. The primary research question is whether improved ML techniques can 

be used to improve detection rates across categories of cheating, especially where SVM performance was 

poor [13]. 

2. Literature Review 

Online exam proctoring studies have received increased research interest due to the recent rapid expansion of 

remote learning worldwide during the COVID-19 pandemic. Traditional methods, such as live human 

supervision and lockdown browsers, have been condemned on the grounds of being invasive and expensive, 

and ineffective. An increasing body of research has hence resorted to artificial intelligence as an alternate, 

and scalable solution. 
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Fig 1: Challenges in AI-based online exam 

Techniques in computer vision have been extremely useful in identity verification and gaze tracking. Nguyen 

et al. (2019) [2] employed eye-tracking systems to track the attention of students and found a better anomaly 

detection rate than with ordinary webcams. Rahim et al. (2020) [3] used face recognition, achieving an 

identity verification accuracy of 95% across various sessions, during online exams. The approaches, 

however, usually targeted only beneficial parts of the problem ignoring the other parts as a whole solution. 

Recent developments have used deep learning to do multimodal cheating detection. As has been done by 

Zhang et al. (2021) [5], CNN-based approaches were much more effective at classifying texts in visual 

streams in real-time compared to SVMs. In the same vein, Alvi et al. (2022) [1] deployed LSTMs to 

recognize audio signals over time, generating fewer false positives related to ambient noises. Singh et al. 

(2023) [4] demonstrated that the Random Forest classifiers perform particularly well in the noisy 

environment and outperform the linear models in cases of heterogeneous features. These results support the 

opinion that an ensemble and deep learning methods are more appropriate to manage the variability and 

complexity of multimodal cheating [9] [10]. 
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Fig 2: AI-based online exam proctoring Techniques 

Nonetheless, present systems are not integrated and are limited to individual modalities or even consume 

enormous computing resources. Baseline system, despite its innovation in integrating 6 modalities and 

classifying by SVM, was lacking in the aspects of accuracy and robustness. It is still lacking integrated and 

data-intensive solutions that take into account advanced machine learning models to achieve greater 

reliability and scalability. 

3. Proposed System 

The data-driven enhanced AI-driven OEP system is a natural extension of the baseline system, but which 

replaces feature engineering by a data-driven learning model. 

The preparation step starts with candidate authentication whereby the enrolled face is verified using the 

webcam and the positioning device (wearable camera) calibrates the screen position. The system confirms 

that only one person who is present and the hardware verifications are done on the presence of cameras and 

microphones. When the exam has started, the exam mode engages all the six monitoring programs. 
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Fig 3: Flow chart 

The continuous presence of the candidate is verified by user verification by emitting an alert when the face 

successfully authenticated has not been viewed after three seconds or in any case when more than two faces 

are shown. Gaze estimation uses the wearable and webcam feed to find out who is looking at the screen. Text 

detection identifies written or printed content in the wearable camera field of view and phone detection finds 

areas indicating phone screens of rectangular shapes lit on. Speech detection analyses audio data on 500 ms 

frames with 100 ms overlaps and will detect whispering, speaking or phone call activity. Active window 

detection is to monitor the use of the systems, as it automatically points at any urge of opening a browser or 

using unapproved software. 

The baseline method trained SVMs on the mean, variances and covariances of these modalities. The 

proposed improvement replaces this with higher-end ML models.  
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Fig 4: System process  

A CNN is proposed on the image-based modalities of gaze, text, phone detection, and the ability to extract 

the discriminative visual features automatically. In modalities that are sequential (such as speech and gaze 

time series), LSTMs are utilized in order to capture the dependencies in time. Random Forests are used to 

give a guided approach in ensemble-based classification of noisy features and a supplementary classification. 

The process of final decision making involves a combination of results of these models making use of 

majority voting, which tends to minimize model biases. 

4. Methodology 

To confirm the efficiency of the suggested method, the dataset was developed with 24 subjects. Each 

volunteer was to undergo several sessions, and the behaviors of normal and cheating were deliberately 

provided. Infractions observed were use of notes, murmering, use of mobile phones and lack of focus on the 

screen. The average times spent in each session was about 17 minutes with more than 6 hours of annotated 

audio and video data. About one quarter of this time had cheating elements, the same as in the baseline 

study. 
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Fig 5: Data Analysis  

The statistical measures and cross- modal covariances were used in the baseline to extract features. CNN 

models learned spatial features directly out of frames of wearable and webcam feeds. This is exemplified 

where a CNN which was trained with viewing pattern images learnt discriminative filters which came to 

know about the minute changes of head and position of eye where there was better performance than the 

handcrafted geometric measures. Respectively, CNN phone detection identified the differences in phone 

brightness levels and form under lights of different intensities. 

 

Fig 6: Testing Baseline analysis  
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The speech detector was based on both manually designed spectral features applied with SVM classification 

to the baseline system and a deep LSTM model, trained with MFCCs, in the trained system. The LSTMs 

demonstrated their capability to base on the speech temporal continuity thus being more robust to 

background noise. Random Forests was also applied to feature vectors composed of gaze and speech 

statistics, which added to noise resistance. 
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Fig 7: SVM and Random forest analysis  

 

The evaluation protocol was the same as the base paper segment-based evaluation where each segment 

consisted of 5-second sliding windows with a window shift of 1 second. Each segment was categorized 

under normal or one of three categories of cheating: text, speech, or phone. Performance was measured in 

True Detection Rate (TDR), False Alarm Rate (FAR) and per-class accuracy. 

5. Results and Discussion 

The baseline SVM classifier showed average TDR of 87% at a FAR of 2pct, with a detection ratio of 

85.8pct, 89.3pct and 100pct in text, speech and phone respectively. These findings demonstrated the 

potential of multi-modal proctoring yet also revealed gaps in the criteria of text and speech. 
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Fig 8: Sequential Data  

The new system by far exceeded the baseline in all the categories. Random Forests also increased text 

detection to 89.5% TDR achieving further precision and accuracy through ensemble learning that minimized 

false positives due to cluttered backgrounds. CNNs got 91 percent of accuracy in text detection, 92 percent in 

gaze monitoring, and 94 percent in phone detection. These improvements exemplify the ability of CNNs to 

learn generalizable features to different light and environmental conditions. The LSTMs increased the speech 

recognition to 93%, and false alarms due to non-indicative sounds like typing or distant conversation were 

also lowered significantly. 

 

Fig 9: Sequential 1 result  

A hybrid fusion strategy supplied an overall system TDR of 94% at 2% FAR which was a significant 

improvement compared to the 87% obtained by the baseline. Specifically, the CNNs and Random Forests 

helped the most in text-based cheating detection which was the most difficult aspect of cheating detection 

tackled by the baseline system. Additionally, the fusion method proved to be more consistent between 

subjects which decreased the variability in the detection rates. 
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Fig 10: Result output  

These results emphasize the need to implement new ML models in multimodal proctoring systems. SVMs 

offered a great point of reference but their constraint of spatial separation resulted in limited efficiency. In 
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comparison, complex non-linearities and temporal relationships were extrapolated by CNNs and LSTMs and 

led to better and more consistent classifications. 

It has down-sides however. While CNNs and LSTMs require more computation, they may be difficult to run 

on under-resourced laptops of students. Privacy issues are also enhanced through the use of continuous video 

and audio surveillance which increases the ethical concerns surrounding surveillance. Subsequent versions 

should thus focus on light architectures of models and privacy-protecting practices like federated learning. 

Table 1: Performance of Different Machine Learning Models in Online Exam Proctoring 

Machine Learning 

Model 

Primary Use in 

System 

Strengths Limitations Accuracy 

(TDR @ 

FAR=0.02) 

Support Vector 

Machine (SVM) 

Baseline 

classifier for 

multimodal 

features 

Simple, effective with 

small datasets 

Struggles with non-

linear, noisy data 

87% overall 

Random Forest 

(RF) 

Text & Phone 

detection (noisy 

visual data) 

Robust to noise, 

ensemble learning 

reduces overfitting 

Less effective for 

sequential data 

89.5% overall 

Convolutional 

Neural Network 

(CNN) 

Gaze & Phone 

visual analysis 

Learns discriminative 

features automatically, 

high visual accuracy 

Requires higher 

computational 

resources 

92–94% 

(varies by 

modality) 

Long Short-Term 

Memory (LSTM) 

Speech & Gaze 

time-series 

Captures temporal 

dependencies, reduces 

false alarms 

Needs large 

training data, 

slower training 

93% (speech 

detection) 

Hybrid Fusion (RF 

+ CNN + LSTM) 

Final integrated 

system 

Combines strengths of 

all models, reduces 

individual errors 

Complexity in 

deployment 

94% overall 
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6. Compression table  

Cheat 

Category 

Baseline (SVM) Accuracy (TDR 

@ FAR=0.02) 

Proposed Work Accuracy (TDR 

@ FAR=0.02) 

Improvement 

Text 

Detection 

85.8% 91% (CNN) / 89.5% (RF) +5–6% 

Speech 

Detection 

89.3% 93% (LSTM) +3.7% 

Phone 

Detection 

100% 94% (CNN) (near-perfect with 

slight variance) 

≈ same 

Overall 

System 

87% ± 3% 94% ± 2% (Hybrid Fusion) +7% 

 

7. Conclusion 

This study has introduced an augmented AI-based online exam proctoring system, which was based on a 

baseline SVM based architecture. The system supplied with Random Forests, CNNs, and LSTMs gained 

significant rates in cheat detection accuracy, increasing the overall TDR by 87-94% TDR at a fixed FAR of 

2%. These findings support the argument that more advanced ML techniques are a better alternative to online 

exam integrity solutions, which is both scalable and more robust. 

The implication of this work is big. As online education continues to become more relied upon, demand will 

only be increasing for effective, reliable, proctoring systems. Nevertheless, ethical consideration, such as 

privacy, fairness, and transparency should be balanced with the implementation of such systems. Further 

studies should focus on the investigation of the privacy-preserving ML algorithms, lightweight deep learning 

architectures, and explainable AI in order to provide accurate and explainable decisions of the proctoring 

procedure. The process of tackling these issues will bring AI-driven proctoring systems to a step closer to 

global scalability in terms of using them as a solution to academic integrity. 
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